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Abstract. We study the interplay between pulse width, interference and tunneling for a wave packet
incident upon a barrier and, within the context of tunneling time, we offer a complementary insight into the
origin of the Hartman effect. We find that interference together with momentum spread lower (increase)
the transmission (reflection) tunneling time thereby ‘breaking the symmetry between transmission and
reflection times’. But, within the limits of our method, we are unable to confirm that negative tunneling

time can be obtained.

PACS. 03.65.Xp Tunneling, traversal time, quantum Zeno dynamics — 42.25.Bs Wave propagation, trans-

mission and absorption — 73.40.Gk Tunneling

1 Introduction

In 1992 Martin and Landauer proposed to explore the
analogy between the quantum tunneling of particles and
evanescent electromagnetic waves in the study of parti-
cle tunneling [1]. This was motivated partly by the fact
that, while the phenomena of interference and dispersion
have been intensely studied within the context of wave
propagation, their effects in particle tunneling had not re-
ceived as much attention. This lack of attention is surely
due to the dominant role played by the tunneling mecha-
nism in attenuating the intensity of the beam as it tunnels
through the barrier. But it would also have to do with
the absence of consensus over tunneling time for which
an actual measurement seems to be the only arbiter [2].
A related concern is that theoretical studies have focused
on plane particle beams which, though simple, may not
be easily available in an experiment [2,3]. Pulses, while
more readily available in the laboratory, are less simple
and might give rise to behavior that could only further
confuse the unease over tunneling time. In this regard,
we cite de Aquino et al. who showed that, as a result of
deformations of the reflected and transmitted momentum
distributions of a Gaussian wave packet incident upon a
barrier, the reflection and transmission times of such pack-
ets display an unexpected dependence on their initial lo-
cation [4]. Moreover, pulses naturally undergo dispersion
so it is important to consider how barrier tunneling times
might be affected by them. As we see below, dispersion
and interference ‘break the symmetry’ between transmis-
sion and reflection tunneling times.
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Perhaps inspired by Martin and Landauer and per-
haps also due to the paucity of actual experimental re-
sults, workers have tended to invoke the analogy between
frustrated internal reflection of electromagnetic waves and
barrier penetration to gain insight into tunneling time [5].
Indeed, appealing to this analogy, one might consider how
recent studies exhibiting unusual properties (i.e., negative
transit time) in light-pulse propagation might find expres-
sion in tunneling phenomena [6]. As tempting as the anal-
ogy appears, we must note that the Schrédinger equation
differs from the Helmholtz wave equation in that the for-
mer contains a derivative that is linear in time with an
imaginary coefficient compared with the latter which has
a second order time derivative with real coefficient: there
is no a priori reason why the analogy can work well. In the
following we will study how pulse width (i.e., momentum
spread), dispersion and tunneling phenomena mutually in-
terplay for a wave packet incident upon a barrier and,
within the context of these phenomena, we offer a new
complementary insight into the origin of the Hartman ef-
fect, that is, the saturation of the tunneling time as a
function of barrier depth, a phenomenon occurring in both
frustrated internal reflection and barrier tunneling [7-9].
(In optics the Hartman effect is studied under the aspect
of the Goss-Hanchen effect [10].) At this time, the role
of pulse width is hardly touched upon in connection with
particle tunneling and, while we do not pretend to have
the final word on the Hartman effect, the explanation we
offer places the emphasis on barrier penetration together
with interference instead of the more often discussed issue
of wave propagation. We feel that the tendency to have
the latter in mind when examining the Hartman effect is
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a source of some difficulty. However, we note that, within
the limits of our method, we cannot confirm the reality of
negative tunneling time.

The literature abounds with expressions for the tun-
neling time [2,3]. Our intention is not to compare them or
favor one or another, but rather to exemplify the interde-
pendence between tunneling, pulse width and dispersion.
Thus we will employ those expressions for tunneling time
that most efficiently bear on our purpose. With this in
mind, in the next section we will make use of the phase
time, whereas in Section 3 we will find it more convenient
to employ Buttiker’s expression for dwell time [3]. Sec-
tion 4 discusses insights into the simultaneous interplay of
interference and tunneling effects, which is the main focus
of this report.

2 Tunneling time for a Gaussian pulse

We begin by recalling the transmission coefficient for plane
waves of unit amplitude, and wave number k incident upon
a barrier of height Vy between 0 < z < a and zero else-
where [11],
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tunneling phase angle is @ = tan~! (cothxatan26).
Next we assume an incident Gaussian-like wave packet
whose center at x = —[ is far from the barrier, i.e.,
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—a —2i8in 20

ko ~
Ur(z,t) = \/%/0 g(k —k)e Dk, r,a)

« eik(erlfa)efiwtefiadk, (3)

where w(k) = E/h = hk?/2m. Like de Aquino at al. [4],
we consider only momenta corresponding to tunneling into
the barrier and like them we will assume that extending
the range of k to —oo and 400 in equation (3) will alter the
result insignificantly. This requires the distribution width
o to be small enough.

The above integral will be computed approximately
using the method of steepest descent instead of the more
often used stationary phase approximation [12]. Let us
first expand the exponents about k = k and write the
phase in the form a = & + a(k — k) + O(k — k)? = ap +

ak + Ok — 123)2 Completing the square, we recast the
integral in the form
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in which the barred quantities are computed at k = k.
We go a step further than de Aquino [4] by including the
tunneling factor, i.e. expanding k to second order about k.
If we also expand the tunneling factor e "% about k& = k,
we obtain exactly the same result as (4) except that k and
1/20? are now replaced by

~ B ~ 2
kﬂkk<1+2az>

and

1 11
T‘-Q*} =

respectively and
T ~\2 ~ — —
t(k,k,a) = _9je(Tka/R)” p—Fa iy 20/D(k,R,a).

(Note: by definition X2 can be negative.) Thus, in equa-
tion (4) we will now understand that the barred quantities
are to be evaluated at k& = k. Observe, however, that &
and K are computed at k = k.

Since the quantity 1/20? is assumed to be large, the
asymptotic behavior of the integral may be found by the
method steepest descent. When this is applied to equa-
tion (4), we realize that it would affect neither the phase
relations nor the Gaussian envelope at the front of the
integral. Moreover, it is from these quantities that the in-
formation about the tunneling time is to be obtained. Fol-
lowing de Aquino [4], we obtain the tunneling time due to
transmission,

k=Fk

We see that, as a result of tunneling, the mean wave num-
ber of the transmitted wave has been shifted from k to a
higher value k; that is, from equation (4), the shift k — k is
positive, linear in the width of the barrier and quadratic in
the momentum spread Y. This latter behavior had been
noted in numerical studies by de Aquino et al. [4]. The
shift is expected because the higher-k components of the
incident packet have a smaller barrier height to tunnel
through than the lower-k components. Note finally that
except for the change from o to X, the effect of disper-
sion, as contained in the quantity 1/2X2 + ifiit/m, is the
expected one [13].
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A similar calculation can be carried out for the re-
flected wave. The reflection coefficient for a rectangular
barrier is [11]

672#@0, _ )
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so the reflected wave packet Wg(z,t) corresponding to
equation (2) is
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Provided ka > 1 (this will suffice for our discussion) we
may carry out a steepest descent calculation readily by
replacing R(k, k,a) by —e ™" exp[—2e~2%%sin? 20]. (This
last approximate expression is found by expressing the
numerator and denominator of Eq. (7) as exponentials.)
The result is just equation (4) with z — a replaced by —z
in the exponents and the factor e_”/Qt(k, K, a) is replaced
by —1. In place of equation (5), the barred quantities are
now evaluated at

_ - 2a02
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the change in ¢ being negligible. The reflection time 7%

is just equation (6) with k replaced by k’. The shift in
momentum of the reflected wave k&’ — k is now negative,
but as with the transmission shift, it is also linear in bar-
rier width and quadratic in the momentum spread. Both
momentum shifts grow with increasing incident momenta,
unlike the shifts calculated by de Aquino et al. [4]. How-
ever, their results apply to the distribution in momentum
space whereas ours corresponds to the mean momentum
of the Gaussian envelope in position space. In an actual
experiment it is this latter situation that is directly acces-
sible.

Graphs of the transmission and reflection times for var-
ious values of o are shown in Figures 1 and 2 for a particle
whose kinetic energy is half the barrier height. Evidence
for the Hartman effect is exhibited by the flat portions
of the 0 = 0 graphs for larger barrier widths a. The sat-
uration of the tunneling time displayed in Figure 1 ap-
plies only for (approximately) monochromatic wave pack-
ets, with zero momentum spread. This implies that the
wave packet is able to sample the front and back ends
of the barrier almost simultaneously, since the spatial ex-
tent of the barrier is much smaller than that of the wave
packet’s. As momentum spread o increases, the transmis-
sion (reflection) time dips (rises) with increasing widths.
The effect is less noticeable for reflection time for reasons
we will discuss in Section 4. Hence we see a suggestion that
77 and 7 are not equal. This supposed equality holds for
a plane wave, but it can longer be true for a pulse. Notice
also that the tunneling times are approximately linear in
barrier width up to a depth a given by ka =~ 1. These ob-
servations warrant a study into the Hartman effect, which
we embark on in the next section.
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Fig. 1. Barrier transmission times 77 (in arbitrary units) ver-

sus barrier width a (in units of 1.6/ko) for an incident particle
with kinetic energy equal to half the barrier height. The mo-
mentum spreads are o = 0, 0.05ko, 0.15k0 respectively. The flat
portion of the top curve is a manifestation of the Hartman ef-
fect and the linear behavior for small a is consistent with equa-
tion (16). The penetration depth is d ~ k™' & 2/ko (see discus-
sion preceding Eq. (18)). The inference of negative tunneling
time is inconsistent with our calculation (see end of Sect. 4).

0.15 kX
—
0k, & 0.05 k
1.5 7 ° 0
V.
©o1 /
frey
/
0.5
1 2 3 4
a

Fig. 2. Same as Figure 1 but for barrier reflection times 7%
(in arbitrary units) versus barrier width a (in units of 1.6/ko).

3 Hartman effect

In Young’s classic experiment, light from a coherent source
propagates through two slits that split the light into two
component beams which in turn traverse separate paths
and interfere at a screen. The path difference between the
beams gives rise to a phase difference that is manifested in
the interference fringes observed on the screen. This gives
a measure of the path difference and hence the separation
between slits. To determine the tunneling time through
a barrier, we putatively identify the two ends of the bar-
rier with the slits and study the interference produced
by the wave entering the barrier with the wave reflected
from the exit end. Thus a tunneling time associated with
the full barrier length requires interference from the two
ends. However, for interference to be discernible, the in-
tensities of the beams from these ends must be roughly
the same at the interference point. (In reality, of course,
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tunneling, being an intrinsically time dependent process,
must be treated in a time-dependent way in which reflec-
tion and propagation take place all along the length of
the barrier and not only at the ends.) In the case of an
infinitely wide barrier there is no reflection from ‘infinity’
and, hence, no interference between the ‘ends’; for a fi-
nite but wide barrier, the reflected intensity at the exit
end is weak so its interference with the entering beam is
hardly distinguishable from the former case. This is the
operational reason for the Hartman effect: the interfer-
ence produced in a wide barrier is hardly different from
that of an infinitely wide barrier implying almost iden-
tical path differences between the incident and reflected
waves and hence (if this interference is associated with
tunneling time) unlimited tunneling speed. Among other
things, this will assist us in understanding why the trans-
mission and reflection tunneling times are not identical as
is generally thought. This can be seen from Figures 1 and
2: the transmission and reflection tunneling times are no
longer equal in the dispersive case (o # 0). See also refer-
ence [14]. We now quantify these remarks and apply them
to the discussion at the end of Section 2.

For plane waves, the reflection and transmission coef-
ficients R, T given by equations (1) and (7) can be cast in
the form,

2 —2Ka
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1 — R2e—2na
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T= (1 - R%) 1 — R2e—2ra
0

(10)
where Ry = (k — ik)/(k + ix). It is immediately evident
that Ry is the reflection coefficient when the barrier is in-
finitely thick, i.e. a — co. We also introduce the transmis-
sion coefficient for a particle incident on such an infinitely
thick barrier,
2k

= 11

k4 ik (11)
as well as analogous coefficients R{,, T, when the particle
is incident on the barrier wall from inside the barrier,

To

K
Ty = i—Tp.
0 2 0
One verifies that R and T can be cast as geometric series
in terms of the barrier-side reflection and transmission co-
efficients Ry, To, R{, Tj) and the tunneling factor e "%,

R}, = — Ry, (12)

R = Ry + Toe " Rhe ™" (1 + Rhe " Rhe ™" + ..\ T}
(13)

T =e *The " (14 Rje "*Rje " +..) Ty  (14)
We interpret equation (13) as follows: the first term, Ry,
is due to reflection from the entrance of the barrier; the
next term, Toe “*Rpe "*T{, contains a transmission fac-
tor at the entrance Tj, a tunneling factor e~ ** as the par-
ticle tunnels toward the other end, a reflection factor Ry,
at this end, another tunneling factor e™** as the particle
tunnels back toward the entrance, and finally a transmis-
sion factor T for the particle to exit the barrier; etc. A

similar interpretation can be given for equation (14). The
above series are similar to those encountered in multiple-
wave interference in physical optics. Equations (13) and
(14) are not new but our quantitative interpretation of the
tunneling time in terms of them is new.

To proceed, it will be more convenient to use Buttiker’s
characteristic time 7, instead of the phase time [3],

(15)

In pursuit of the Hartman effect, two limits are interesting
to study in some detail. When the barrier is thin we find
from equation (15)

P SN (thin).

v hk v (16)

where v is the classical velocity. This means that
Buttiker’s dwell time is just the time for the particle to
move classically through the barrier, as if the potential did
not exist. The tunneling time is thus sensible and mean-
ingful. Following Winful [15], we can also compute the self-
interference delay defined byr; = —hIm(R)(dInk/dE),
which is a consequence of the overlap of the incident and
reflected waves at the front of the barrier (this expres-
sion applies to both massive particles and photons but is
strictly valid for symmetric structures [16]). We obtain

a (Vi .
T (ﬁ) (thin)

which is roughly equal to 7., so that the (thin-barrier)
tunneling time (16) is largely accounted for by the wave
interference at the barrier entrance.

The other limit is when the barrier is very wide. In
this case the first terms of equations (13) and (14) are
sufficiently good approximations of R and T. Therefore
the characteristic times computed for such a barrier are
practically the same as those for an infinitely wide one
because the interference effects in 7" and R are effectively
nullified when the tunneling factor e™*® is small. Define a
barrier penetration depth d = s~ < a. Then

(17)

E 2d
T .
Ty — 707 (Wlde)7 (18)
and the self-interference delay is
dlnk E\ 2d
7; — HIm(Ro) dI;J = <1 - 70) = (wido).  (19)

The characteristic time (18) in this case refers to the wave
penetrating into the barrier to a depth of order d whereas
the calculation of (19) refers to a single reflection event
at the front of the barrier. Neither time probes the entire
width of the (thick) barrier. This is unlike the case for thin
barriers. At the end of Section 2, we had pointed out the
linear behavior of 77°% versus a (for small a) in Figures 1
and 2; we see that this is consistent with the criterion
given for the penetration depth as well as equation (16).
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For thick barriers, the Hartman effect is essentially due to
the suppression of all but the first terms of equations (13)
and (14) because of the smallness of the tunneling factor:
the interference between waves from the front and back
ends of the barrier is largely negligible; equivalently, the
wave penetrates significantly only to a depth of order d

into the barrier. That is, for the transmission time TyT and

for an analogous reflection time Tf, the relevant interfer-
ence arises from waves within a depth of order d from the
front end of the barrier. Then, for wide barriers (a > d),
the characteristic time is independent of width. Clearly in
this case the characteristic time cannot be regarded as the
propagation time through the barrier as noted already.

What is the operational meaning of the penetration
depth? It is the depth to which waves interfere effectively
so as to create the dominant reflected wave and hence the
dominant phase required to determine time. Recall from
the beginning of this section that tunneling time required
effective interference between the ‘ends of the barrier.’
This gives rise to a phase and a time delay. For a thick bar-
rier these ‘ends’ are separated by the penetration depth.
Application of the formulas of this section to frustrated
internal reflection are discussed in reference [17].

4 Discussion

In Figure 1, we had noted the decrease in transmission
tunneling time with increasing barrier width a and in-
creasing momentum spread o. This is due to the shift in
mean momentum k — k on account of tunneling and pulse
width (cf. Eq. (5)). The dependence of the shift on barrier
depth, a strictly tunneling phenomenon, stems from the
fact that as the barrier width is increased, fewer of the
slower-k components are able to tunnel through the bar-
rier, leaving it to more of the higher-k components to go
through. The dependence of shift on momentum spread is
the more dominant (appearing quadratically) because (a)
greater o generates a higher mean momentum on account
of the tunneling feature just mentioned, and (b) a higher
mean momentum implies also a shorter pulse tunneling
time. Similar remarks can be made about the reflection
time, but in the opposite direction, i.e. an increase in time
(cf. Eq. (9)).

As to why the effect is noticeably smaller for the re-
flection time, recall that the derivation of equation (9)
required us to take both terms in the numerator of the re-
flection coefficient R(k, %, a) as well as the two dominant
terms in the denominator (cf. Eq. (7)). That is, we had to
account for the interference between waves reflected from
the interior of the barrier and waves reflected from the
front end of the barrier. (It is easier to see this in Eq. (10)
where Ry is the reflection coefficient from the front end.)
Hence, together with tunneling we also have interference
to take into account. This was not necessary to include
in the transmission case (indeed Eq. (10) shows that T
is entirely due to internal reflections inside the barrier).
This difference between the ways T and R are treated is
due to interference and explains the difference between
the graphs of Figures 1 and 2 and hence the “loss of sym-

metry between 77 and 777, We discuss this interplay of

tunneling and interference in some detail in the following
paragraph. Our task will be to explain why equation (9)
contains a tunneling factor e=2*¢ which equation (5) does
not. Note that although R and T refer to a plane wave,
by virtue of equations (3) and (8), their effects apply just
as well to pulses. The equality of 77 and 7% is usually
thought to be due to the unitary of the scattering ma-
trix [18].

It could be argued that there is really no symme-
try between the transmission and reflection times because
the transmission process is independent of directionality
whereas reflection is sensitive to left-to-right and right-
to-left geometry [19]. Although this is a powerful reason,
we have gone further here by suggesting that this lack of
symmetry is connected with pulse width (cf. Figs. 1 and
2) and interference (see below).

We had argued at the end of Section 3 that the
Hartman effect is due to a failure in the interference be-
tween waves at the front of the barrier and those reflected
from theend of a wide barrier. To be precise, the effective
interference takes place mainly between the waves at the
front of the barrier and those reflected from within a depth
k1 of the front (cf. end of Sect. 3). We saw also in the
previous paragraph that on account of the tunneling of a
pulse, it is the slower-k components that will populate the
reflected wave. But smaller k£ implies greater x and hence
shallower effective depth of the interference region. There-
fore the effect of increasing momentum spread is to reduce
the depth of effective interference. As the barrier widens,
less of the incident wave is able to tunnel through and con-
sequently more interference must take place at the front
region; this is exemplified by the numerator of the reflec-
tion coefficient (Eq. (7)). But this cannot go on unabated
because for an infinitely wide barrier, all the waves are
reflected back. This then accounts for the presence of the
tunneling factor e =25 in equation (9): the region beyond
the penetration depth x~! from the front has an expo-
nentially decaying contribution to the overall interference
occurring at the front end of the barrier.

A final word about negative tunneling time. For this
to occur, equation (5) implies that the quantity aX?/&
should be large and negative. In fact, aX? /% becomes very
large when koa (0/ko)? /sin® 6 ~ 1. But this is inconsis-
tent with the expansion of the tunneling factor e™"® to
second order, which requires this same quantity to be less
than unity. Also we had seen in the previous paragraph
that ultimately all the waves will be reflected back for
an infinitely wide barrier, implying that the momentum
shift cannot grow indefinitely. Hence it appears that our
method is inapplicable in deciding this case with confi-
dence.
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